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Abstract

Test-time Adaptation (TTA) poses a challenge, requir-
ing models to dynamically adapt and perform optimally on
shifting target domains. This task is particularly empha-
sized in real-world driving scenes, where weather domain
shifts occur frequently. To address such dynamic changes,
our proposed method, TTA-DAME, leverages source do-
main data augmentation into target domains. Addition-
ally, we introduce a domain discriminator and a special-
ized domain detector to mitigate drastic domain shifts, es-
pecially from daytime to nighttime conditions. To further
improve adaptability, we train multiple detectors and con-
solidate their predictions through Non-Maximum Suppres-
sion (NMS). Our empirical validation demonstrates the ef-
fectiveness of our method, showing significant performance
enhancements on the SHIFT Benchmark.

1. Introduction

Test-time (domain) Adaptation (TTA) is a task to fine-
tune a pre-trained model, which is trained exclusively on
the source domain data, to the target domain without any
supervision during test time. The adaptation is essential for
achieving optimal performance on the given target domain
that often differs markedly from the source domain. Many
papers and benchmarks have been proposed to encourage
the development of effective TTA methods [8, [11} 3} i4].
This task becomes more complicated when the target do-
main undergoes continuous shifting during test time.

In the context of autonomous driving, the importance of
Test-time Adaptation (TTA) becomes particularly evident,
especially in the realm of object detection. While there is an
abundance of well-annotated, clear daytime data, the avail-
ability of data for nighttime or inclement weather condi-
tions remains limited, and accurately labeling such domains
proves challenging [6]. To ensure the detection of objects
in constantly evolving target domains, the development of

TTA methods for object detection is imperative.

The SHIFT Challenge B at ICCV 2023 requires devis-
ing an effective approach to address continually shifting
target domains during the test phase for object detection.
We propose TTA-DAME: Test-Time Adaptation with Do-
main Augmentation and Model Ensemble. While adapting
the Mean-teacher model to the test data, we navigate this
task by augmenting train data to mimic target domains and
employing an ensemble of multiple detectors to optimize
performance. Our approach yields a high performance on
validation data of the SHIFT Challenge.

2. Method

Our proposed method consists of two core components:
the domain discriminator and the detectors, as illustrated in
When presented with a video frame as input, the
domain discriminator, trained on domain-augmented train-
ing data, initially classifies the domain of the input as either
‘day’ or ‘night’. If the domain is determined to be ‘night,’
the nighttime detector, trained on data with adjusted lighting
conditions, is employed to make predictions. Conversely,
if the domain is not identified as ‘night,” the Mean-teacher
model, adapted to the specific domain, is combined with
multiple detectors to generate predictions. We substantiate
the effectiveness of each component through empirical evi-
dence, as demonstrated in our ablation study.

The method’s baseline consists of a robust single-object
detector, employing the Mean-teacher framework [10]. The
student model adapts to the input frame, while the expo-
nential moving average (EMA) teacher model continually
updates to enhance prediction quality. Both teacher and stu-
dent models start with pre-trained weights from the source
and the student model undergoes training to align its output
with the teacher’s.

2.1. Stochastic Restoration

The adaptation to a given target domain can potentially
lead to overfitting which hinders adapting to different tar-
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Figure 1: Overview of our proposed framework.

get domains [11]. As proposed by [11], we randomly re-
store the weights of the student model to the source model
weights. Stochastic restoration protects against overfitting,
while initial parameters provide a robust starting point for
adapting to new target domains, as they are trained on data
that is transformed into the target domains, which is elabo-

rated in the following

2.2. Domain Augmentation

To bridge the gap between the source domain (clear
and daytime) and the target domains, we employed tech-
niques to simulate various weather and times of day that
autonomous driving vehicles actually encounter. This in-
volved adjusting the brightness, contrast, and the color tem-
peratures of the source images. To replicate the conditions
of the target domains, we utilized the ‘automold’ library [[1],
specifically designed to transform clear, daytime images
into a variety of weather and time conditions.

2.3. Domain Discriminator and Night Detector

Inspired by the data augmentation from

we also train a discriminator that distinguishes between
daytime and nighttime. Furthermore, we introduce a detec-
tor specified for nighttime object detection, which is em-
ployed when the classifier identifies an image as night-
time. Our experiment shows that simply darkening the
image suffices to distinguish between daytime and night-
time images. By incorporating the discriminator and the
nighttime-specific detector into the framework, the Mean-
teacher model no longer needs to adapt to nighttime do-
mains. Instead, it can only focus on various weather con-
ditions during the daytime, allowing the nighttime-specific
model to handle challenges in nocturnal domains.

2.4. Visibility-Boosted Transformation

In a variety of domains, adverse weather conditions like
fog or heavy rain can frequently obscure objects, making
them nearly indistinguishable. Even with high-performance
detectors, achieving satisfactory results under such circum-
stances becomes a formidable challenge. Unfortunately
attempts to alleviate these issues through domain aug-
mentation have proven counterproductive, diminishing the
model’s overall performance rather than enhancing its ro-
bustness in challenging situations. As an alternative, we
propose a direct transformation of input frames based on
their pixel mean and standard deviation. To elaborate, given
that unclear conditions often involve cloud cover, we hy-
pothesize that frames captured in these situations will ex-
hibit a high average pixel mean and low standard deviation.
By classifying frames using specific thresholds, we enhance
visibility through contrast and brightness adjustments, ulti-
mately improving object boundary delineation.

2.5. Model Ensemble

As adaptation progresses, a model naturally strives to en-
hance its performance on the target domain. However, this
improvement often carries the risk of forgetting the source
knowledge. Recognizing that the loss of source knowledge
significantly hampers overall performance, we address this
challenge by embracing an ensemble of models, leveraging
their complementary capabilities [[7]. Through domain aug-
mentation, we expand the capabilities of two transformer-
based models, each tailored for multi-domain and source
domain, respectively. The multi-domain specialized model
adapts through Mean-teacher, strengthening its proficiency
in the target domain, while the source model plays a vi-
tal role in preventing the loss of source knowledge. This
collaborative process ensures a balanced adaptation that re-
tains valuable source information. Additionally, we intro-



duce YOLO-based model to diversify predictions. The en-
sembled models generate combined output through Soft-
NMS [2], a well-known technique for preserving valid pre-
dictions on overlapping objects. Moreover, we refine the
confidence score of each bounding box since Soft-NMS re-
duces the confidence of overlapping bounding boxes rather
than suppressing them.

3. Experiment
3.1. Implementation Details

We use DINO [[12]], a powerful transformer-based object
detector, as our baseline model. The model is trained for
36 epochs employing a learning rate of 0.0002 and AdamW
optimizer. Exploiting domain-augmented data, we extend
DINO into two additional versions: a multi-domain version
and a night version. These extended models are fine-tuned
for an additional 12 epochs.

In our ensemble approach, we utilize both the source
model and the multi-domain model. For the additional
YOLO-based model, we use YOLOVS [5]. From the begin-
ning, the ensemble combines the two transformer models
with YOLOVS. To prevent overfitting, we initially refrain
from assigning full weight to the source model since it has
been heavily trained on source data. However, as the adap-
tation progresses, we gradually equalize the contribution of
all three models to safeguard the retention of source knowl-
edge and prevent catastrophic forgetting.

Our teacher model undergoes weight updates using a
moving average coefficient of 0.0001, while the student
model is trained using Mean Squared Error (MSE) and
smooth-L1 loss, with a learning rate set to 0.00005. We
reset each parameter of the student model with a probabil-
ity of 0.1. Given the test batch size of 1, we perform one
gradient descent step every two batches to ensure more ac-
curate adaptation. For the domain discriminator, we em-
ploy EfficientNet-B7 [9]. We also consider the dusk and
dawn domain as nighttime in addition to the completely
dark night. On validation data, the accuracy of the classi-
fier is 94.5%, which shows the effectiveness of our domain
augmentation.

3.2. Results

We report the comparative results on the SHIFT [8] val-
idation video data. The proposed methods significantly
improve performance (See [Table ). Our methods shows
49.4% on AP and 62.2% on AR, which is 2.3%p and 4.5%p
higher compare to the simple baseline.

Stochastic restoration demonstrates a performance gain,
yielding +0.7 AP, aligning with the finding reported in [[L1].
This proves the efficacy of parameter resetting as a means
of establishing a more favorable starting point for adapta-
tion in the face of continually shifting target domains. Fur-

Method AP(%) AR(%)
Baseline (DINOJ[12] with MT) 47.1 57.7
+ Stochastic Restoration 47.8 58.4
+ Domain Augmentation 48.1 58.9
+ Domain Discriminator 48.5 59.1

+ Visibility-Boosted Transformation ~ 48.8 59.3
+ Model Ensemble (TTA-DAME) 49.4 62.2

Table 1: Validation Results. AP(Average Precision) and
AR(Average Recall) are both at IOU from 0.5 to 0.95.

ther fine-tuning with the domain-augmented training data
results in an additional performance boost of 0.8%, under-
scoring the significance on variations of train data in deep
neural network. Addition of the domain discriminator and
the night domain detector enhances the detection ability as
we expected. We think that continual adaptation to diverse
domains may lead to a loss of generality, potentially devi-
ating from any domains. Consequently, the combined ap-
proach of not adapting across the huge domain gaps (from
day to night in this case) and incorporating the night expert
specifically designed for low-light conditions contributes to
enhancement. Moreover, the application of visibility en-
hancing image transformation shows a further performance
improvement, by +0.3%p. Lastly, our ensemble model pre-
dictions reveal a substantial performance gap, particularly
in terms of AR, showing +3.1%p increase.

[Figure 2]displays the qualitative results of our method. In
comparison to the baseline, our method successfully detects
objects in typical target domains (left-side of [Figure 2)). Our
method demonstrates robustness against artifacts unique to
specific domain, whereas the baseline model struggles to
differentiate them with objects, resulting in multiple bound-
ing boxes being placed on the background. For some ex-
treme cases, however, our method also exhibits suboptimal
performance, incorrectly placing bounding boxes on object-

like backgrounds (right-side of [Figure 2).

4. Conclusion

This report outlines our method developed for the SHIFT
Challenge, which focuses on Test-time Adaptation for Ob-
ject Detection. Leveraging the Mean-teacher model, we im-
proved the model’s adaptation capabilities through stochas-
tic restoration. Our image transformation approaches,
including domain augmentations and visibility-boosting
transformations, enable the creation of diverse specialized
models, resulting in improved overall performance. Incor-
porating the Soft-NMS technique, we form a model ensem-
ble using three distinct models to maximize the framework’s
performance. Empirical results on the SHIFT [8]] dataset
validate the effectiveness of each component.
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Figure 2: Success and failure cases on various target domains. First row of the success is from Baseline, and second row
of it is from Our method.
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